Comparative experiments on the emergence of safe behaviours
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Abstract—This paper explores the idea that robots can learn
safe behaviours by learning to reverse actions. Prmusly we
have demonstrated that obstacle avoidance behaviowmerges
when a robot learns to suppress irreversible actia and we
have also demonstrated emergence of territorial betviour in
case of more complicated scenarios.

In this paper we represent comparative experimentswith
two different robots to investigate if a code basedn this
abstract principle is applicable on different robos with
different shape, size and polarity of proximity sesors in
different environments. Furthermore, we compare the
performance of the algorithm based on the reversill of actions
to a dedicated Q-learning obstacle avoidance algdhim. The
experimental results show that the performance of he
algorithm is the same on both platforms and is 10%ower than
of Q-Learning algorithm. We interpret this as the evdence
confirming the hypothesis. We conclude that the rearsibility
based algorithm can be used on different robotic pkforms with
minor modifications to sensory-motor interface.

|.INTRODUCTION

This paper is concerned with safety of robot betavby
applying an abstract principle of reversibility teal robots.
In [1] we demonstrated that the principle “Don't things
you can't undo” generates a concrete safe behavidur
obstacle avoidance. We speculated further thatatsdract
principle can be applied to different robots infeliént
environments. Furthermore we speculated that thirgiple
could generate variety of safe behaviours.
demonstrated that a more complex territorial behavcan
emerge as a result of avoiding irreversible seqesnaf
actions.

non-stable, but reversible.

The idea of using abstract principles to governotob
behaviour has already been studied before. Kaplamh a
Oudeyer in [3] showed that a robot can develop alisu
competences from scratch driven only by internal
motivations independent of any particular task:
predictability, familiarity and stability.

The main benefit of using the abstract principtstéad of
specific routines such as avoiding obstacles,, faligs, risky
regions or routes or staying near some known lankinis
its generality. It explains “why” a robot shouldhaee that
way and if a new problematic action/situation osc¢uar robot
avoiding irreversible actions will avoid these neangers
after some learning period.

The main contribution of this article is a compamtest
to confirm/reject the hypothesis that the code thame this
abstract principle can be run without major changes
different robots with different shape, size andapity of
proximity sensors in different environments.

In the following section we present our ideas imare
formal way. In section 3 we describe the experimesgtup,
the algorithms used, explain the differences betvibe two
robots used in experiments, their test environmeartd
specific implementation details. In section 4 wesant the
experimental results and discuss them together
applicability of the concept of reversibility. Irhe last
section we make conclusions and speculate about som

with

In [2 wPossible directions of future work.

II.THEORETICAL FRAMEWORK
This section briefly describes the general thecaéti

We speculate that a robot governed by such anaabstrframework used to ground the reversibility basegbathm

principle  will
environments, since many undesirable actions sugh

behave safely in a wide variety ofand to test the robots. Emergence of obstacle awogl

kehaviour is also explained in the end of thisieactThe

damage of the robot/environment or getting stuck ieader is referred to [2] for more details.

characterized by irreversibility. Although not alleversible
actions are undesirable, it is safe to say thatealersible
actions are safe.

Reversibility, or absence of irreversibility, is artension
of stability in the way that reversibility can besk-specific:
positive changes after “good” actions will be ided as
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A.Definitions

A robot's world is a labelled transition system
(S,A,—)), where S is a set of experienced stat A, is a
set of labels (a label contains an action or a eecg of
actions), anc— is a set of labelled transitions between the
states. When the result of an actiaiin state S is not
wholly determined by the robot, multiple transitsofnom <
are labelled with the same actiaiand it is the world that
determines which transition actually happens.

A reversibility for world W is a quintuple of three states

and two actions: (%'ao:suavsz)- Generally speaking, a



composite actiola,a, produces a transition fro s, to S,

through 5 in W. Also, the action sequenca,a, is

expected to work for any stateX and Yy with

dorig (X' %) < gorig and ddest(yl Sl) < gdest’ where dorig !
ddest are metrics on states arg

orig ?
thresholds.
The reversibility (s,,8,,5,,8,,S,) holdsin W if there

Egeq are their

exists a transition path fro S, to S, through's; consisting
of two transitions labelled accordingla, and @, and
e (%) < €y Ore,
(d,o, (X, y)>0 and d,,(x,x)=0) on states an s, is

a thresholdfails otherwise.
An action @, in an arbitrary stat'S is expected to be

(by a), if the
(St)’aO’Sl' ai' %) holds anc dorig (5180)S gorig '

A reversibility model of the robot is a set of
reversibilities that are expected to hold.

where is a prametric

reversible action reversibility

B.Explanations

A reversibility model can be given to the robotiivance,
transferred from another robot, extracted by a huifnam

C.Emergence of obstacle avoidance behaviour

Let us explain how and why the obstacle avoidance
behaviour emerges as a result of avoiding irreltsi
actions. To simplify the example we will use a roldth a
proximity sensor and two actions - “move 10 stegsvard”
and "“move 10 steps backward”. Without loss of galitgr
we can assume that “steps” and values of proxisetysors
are given in comparable units.

The robot tests these actions in different situetiand
checks whether the obtained reversibilities holde nes
that fail usually correspond to collisions of somart or
other negative outcomes. Consider the followingaées,
where the robot makes 10 steps forward and thestells
back:

1)If the robot is at least 10 units away from thestacle,
say, 12 then it doesn't touch the obstacle and btai the
reversibility which holds:

(02),(+10), (2),(-10), @2)
2)If the robot is less than 10 units away fromwfzd!, say,

8 then it touches the wall and its motor stall, eeain the
reversibility which doesn’t hold:

(©®).(+10),(0),(-10), €0)
3)If the robot touches the wall and its wheelseslih the
surface then we obtain the same reversibility asse 2.
4)If the robot touches the obstacle, but the olestiadight
enough to be moved, then the obtained reversibilityalso

the knowledge about the world or learned by theotob be identical to case 2 from the robot’s point @fwi

Using this model a robot can predict whether tht®adrom
the state is reversible by iterating through itperience and
using obtained reversibilities to ground the préadits.

The actions used are symbolic actions and it edawant
whether they are atomic or complex actions. Thet®rs
can also be interpreted as discrete choices if byeal high
level symbolic decision maker. The only requiremisrthat
every action must have a reverse action, i.e. thierathat
undoes (reverses) it.

States are also discrete but with metrd,,, and d

orig
defined on the set of the states. These metricused to
search for the reversibilities to ground the predits.

Metric d .. together with its threshold valig,

to filter reversibilities by calculating the distabetween its
initial state and the current state. The smaller distance,
the higher is the probability that the actual outeoof

making the same action from the current stategeilierate a
similar reversibility.

orig orig are used

This way the robot discovers that running into osigng
an obstacle is “bad” without even knowing what the
“obstacle” or “pushing” is. A reversibility modelithi such
reversibilities will allow a robot to distinguisthdse state-
action pairs in which “bad things happen” from thas
which they do not.

I11.EXPERIMENTAL SETUP

The purpose of the experiments is to verify howtralos
the implementation of the principle is. For thisgase we
compare the performance of the reversibility basgdrithm
on two different robots and compare these resalenbther
well-known algorithm for obstacle avoidance (Q-Lreag).

A.Comparative experiments

The experiments consist of two test runs (5200sségeh)
on two different robots. Each test run is dividetbitwo
phases — Phase 1 (data collection phase) and Phase
(simulation phase)

A prametric d.,, is used to calculate how strongly the During Phase 1 the robot makes pseudo-random moves

reversibility holds. A prametric is used insteadcaahetric to
reward transitions from “worse” states to “betteries (in

case of goal-oriented learning); d.,, is a metric, then the
calculated number measures stability.

and the input data (sensors data, actions madewndmes
of the actions) is collected and saved into logsfil The
predictions are made on-line during Phase 2 usiag d
collected in the test runs. The performance is oreasby
sampling algorithms’ predictions of whether the thagtion
will succeed and calculating the success rate akeh
predictions.



B.The robots read sensors’ data and give commands to the molbes.

Comparative experiments are conducted on two commé&able provided both serial link to computer and govor
research robot platforms, Khepera Il by K-Team Scidos  Khepera l.

G5 by MetraLabs. The experiments on Khepera Il are The environment for Scitos G5 is a rectangular dfosize
reported in our previous work [1]. In this paperesh 970mm x 1500mm. Floor is linoleum and walls are enad
experiments are repeated on Scitos G5 robot in acabe  from corrugated cardboard.

environmental conditions. The size of the environmeas
increased proportionally to the size of the robot.

The relevant technical aspects of these robots a
presented in table | for comparison. The most irgrdr
differences between these robots are their shap@alarity
of their sensors.

TABLE |
COMPARISON OFKHEPERAII AND SCITOSG5ROBOTS
Property Khepera Il Scitos G5

Width 70 mm 617 mm
Length 70 mm 737 mm
Height 30 mm 582 mm
Weight 0.080 kg 60 kg
Payload 0.250 kg 50 kg
Number and 8 Infra-red proximity 24 ultrasonic range
type of sensors  and ambient light finders

sensors with up to with up to 3000 mm

100mm range range
Sensors Counter-proportional to  Proportional to distance
polarity distance

Both Khepera Il and Scitos G5 are differential driv Fig. 1. Khepera Il physical setup: the experimeas wonducted using the

robots but with different size and slightly diffetegeometry. setup with the wall as shown _in the bottom pictleper pictures show

. L how the whole setup looked like.
Khepera Il has the circular shape and the rotadixis is
exactly at the centre of the circle. Therefore @h aotate
freely in very close proximity (1-2 mm) to the obse
without touching it.

Scitos G5 also has a circular shape but with aitiadd!
compartment at the back side for the passive thindel,
which considerably changes the way it can rotateoin
body: a 360° turn can be completed without touchtimg
obstacle only if the distance to the obstacle igdathan
approximately 200 mm (the size of the passive whee
compartment).

The sensors of Khepera Il and Scitos G5 diffe
considerably. Khepera’'s sensors are counter priopaitto
the measured distance with non-linear charactesistihile
Scitos’ sensors have linear characteristics and a
proportional to the distance measured.

.

Fig. 2. Scitos G5 physical setup: the robot |n$idebx, walls are covered

C.Environments
with corrugated cardboard for better sensor reading

The environment for Khepera Il is a right-angledrigle
with side lengths 196mm, 125mm and 233mm. It wasige
by using an additional wall in a smaller rectangllex. The o ] ] )
material for the smaller box, as well as the addii wall, s~ The robot is given a set of actions with correspegd
a package box for electronic devices, its surfaciat and €Verse actions: movements forward-backward anaingr
robot's wheels do not slip on it. We set up a vemall test €ft-right are pair wise reverse-actions to eadtent
environment to make negative outcomes (collisiamear Actions are defined in terms of wheel commands. An
more frequently. The program was run on a PC, action a=(m,m,) consists of a pair of motor
communicated with the robot through a serial irteef to

D.Robot Movements



displacement commands, for left and right wheelpressed
in native wheel encoder units for Khepera Il. Actlite set
of actions is used in the experiments:

a, = (—200200) rotate counter-clockwise,
a, = (200200 make a step forward,

a, =(—200-200) make a step backward,
a; = (200-200) rotate clockwise.

, Where
Q=838 ="8,,8 =-a,8 =—q

In other words, going forward undoes going backvward
turning right undoes turning left, and vice-versa.

The wheel commands in Khepera Il internal unitsewer

translated to the speed commands of Scitos G5llasviog:
200 units correspond to
forward/backward movements and approximately 42 ek
rotation angles. For Khepera |l these values a
approximately 16mm and 30 degrees.

In the world W the state

s=(d,,d,,d,,d,) where d, are sensor values for front,

vector is

back, left and right sensors, accordingly. The taboves
using the algorithm described in Fig. 3.

. Record current state § = (d,,...,d;)

. Execute a random action as 4, .

. Record the state S, = (d,,...,d;) .

. Execute the reverse action for a as Q,_;.
. Record the resulting state as §_, .

. Execute a random action as &, .

. Add 3to i and repeat.
. 3. Movement algorithm (Phase 1)

N o AW N

=

g

In other words, the robot makes a random move @th
by its reverse action, then makes another randdimnadut
without a reverse action, and then repeats thenpatThe
purpose of the first two actions is to generatéeast one
pair of actions to test if the reversibility holdghe purpose
of the next (random) action without a matching reee
action is to make the robot to explore the envirentn

E.Software design
The code consists of the following units (see Big.

® an independent agent that generates the sequenc
actions to move the robot during the first phase )

e Q-Learning and reversibility based algorithmgorward action anddq
running in parallel.

°

algorithms, or to simulate the test run in the seco
phase
In Phase 1 real-world data is gathered from the rigs
and saved into a log file. The file contains senmsadings

approximately 150 mn

a “switch” to route data between the agent and the 1o value olv
r

data, actions made and the outcomes of the actions.
Phase 2 is a simulation and can be executed witaout
robot. In the beginning the log file from Phaseslldaded
into memory, parsed as sensor readings and a@ihshen
this history is fed to the algorithms, getting po#idns of
actions’ successfulness simultaneously (see Fig. 5)

Predictors

Action generatc

Q-Learnin¢

Reversibility
based learning

Switch

e

Fig. 4. Software design diagram

1. Read current state as S = (dy,...,d;) from log.
2. Register action S at each algorithm.

2. Read the next action as & from log.

3. Get predictions from the algorithms and compare
them to the real outcome.

4. Register action &, at each algorithm.

5. Calculate reward signal for the last action based on
the info from log, register it at Q-Learning algorithm.
6. Add 1 to | and repeat.

Fig. 5. Prediction data collection algorithm (Phaye

F.Reversibility based algorithm

The aim of the reversibility based algorithm igtedict if
a certain action from a certain state is reversibleot.
The algorithm is described in Fig. 6. It takes quemce of

states and actions as an infs,,a,,5,,&,S,,&,,S;,...

At every i >1, if & ,=-a_, then the reversibility
(5172,6172,5171,6171,5) is added to robot's experience,
which is a vector of reversibilities.

To predict the outcome of making actia, from state
S, an expected irreversibility valtVv,, is calculated using
a gFt of reversibilities selected from the expexevector (in

Ff\he experiments we select reversibilities with th@me

(SO, §)< Eoig» Where Syis the
initial state of the reversibility under considéoa).

is a weighted average d,(S_,,S)
values of selected reversibilities. Reversibilites sorted by
dorig (SO,St) in an ascending order and their weights are

1/i2 (1, 1/4, 1/9, 1/16, etc), i.e. reversibilities ki “closer”

ev



initial state have a stronger influence.
In the experiments we use the Euclidean metric

calculate d,;, and d,; the valuese,;, and €., are

finite and selected manually. The metd .y was not used

in the experiments, i.(&y = .

1. Read current state S = (dg,...,d;) and the next

action a from log.
2. Choose a number of reversibilities from the set of
experienced ones with @, forward action, based on

d

state.

oig between § and experienced reversibility’s initial

3. Calculate the expected irreversibility value V.,

using O, of experienced reversibilities’ initial and
final states.
5. If no reversibilities are selected, make no prediction.

6. If V,,, is greater than &, , then predict negative

rev/’
outcome, predict positive outcome otherwise.

7.I1f i <2,add 1to | and repeat.
8. Read the last action as @,_; and the previous action

a,_, from log.

9. If @_; is not a reverse-action of & _,, add 1 to |

and repeat.
10. Add the new obtained reversibility as
(S,:8,,5S4,8,,S) to the set of experienced
reversibilities.
11. Add 1 to | and repeat.

Fig. 6. Reversibility based algorithm

G.Reinforcement learning algorithm

Reinforcement learning is a commonly used learnin
method to learn obstacle avoidance by trial andregf5],
[6], [7])- Therefore we have chosen a Q-Learnirgpathm
to compare the performance of the reversibility ellas
learning to a standard method.

The main difference between reinforcement learnin
algorithms and the reversibility based algorithmthat a
reinforcement learning algorithm receives an extereward
signal indicating the success of an action. Reb#itgibased
algorithm, on the other hand, uses only sensor tata
determine the success of an action.

In the Q-Learning algorithm the expected rewardaof
state-action pair is updated using the followingression:

Q(s,a)«—Q(s.a)+ "
+a (82N +7/Q(8.4,2) - Qs )]

Our experiment consists of random movements. Toeref
the long-term reward is irrelevant and only shertyt reward

t

should be used, for this reason we ty = 0.

© The prediction value is calculated Sign(Q(s,,a,)).
i.e. negativeQ means a negative prediction, positiQ
means a positive prediction. Initiall Q values are set to 0

and if Q still has the initial value, no grounded predintio
can be made.

H.Other implementation details

Khepera'’s infra-red sensors are very sensitiventmor
ambient light, therefore its test environment wked into
a box to reduce sensor noise. The corrugated cardidor
Scitos G5 environment was chosen because it reflect
ultrasound much more uniformly than other non-cgated
materials.

Scitos G5 default configuration file was alterecctange
the way sensor readings were made (low noise nod®,i
reading interval is 50ms, 4 sensors per measurgnaeiot
rotational PID controller's Kp was set 0.2.. Sensor values
for Scitos are in metres, therefore they are mligtipby
1000 to be of equal scale to the ones of Khepehis T
doesn'’t affect the reversibility based algorithnut Imakes
saving and loading the log file simpler.

During the experimente, (S, 8,) for Q-Learning update

expression was set 1 001. Threshold value:¢ ;. and

orig

&, Wwere constant throughout the experiments, but the

rev
experiments for different robots used differentuesl. In
experiments with Khepera |l the settings were:

=6300 and ¢, =5000. In experiments with
=35000 and

gorig
Scitos G5 the settings were¢

€,,, = 48000,

orig
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We run two algorithms on both robots and both leayn
methods are predicting the possibility of collisomith



obstacles. Fig. 7 represents the test results fapKra II, it
compares prediction success rate for the Q-Learaimg
reversibility based algorithms. These
reported in [1]. Fig. 8 represents
experimental results for Scitos G5.
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Fig. 8. Test run results for Scitos G5
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Q-Learning ‘

A.Q-Learning vs. Reversibility based learning

It appears that on both robots Q-Learning convetges
10% higher prediction success rate than the reibtgi
based learning.

The aim of these experiments was to confirm/rejbet
hypothesis that the code based on an abstractiglancf

results ateo a avoiding irreversible actions can be run withoutjona
the comparativehanges on different hardware in different envirents.

We interpret the results as positive, since, indeesd
concrete robot behaviour of obstacle avoidanceb&eved
on two different robots to emerge from the abstpairtciple
“Don’'t do things you can't undo”. However, thereear
problems with this straightforward plain-sensor raygh: it
is influenced by many factors like sensor precisisensor
noise, actions’ precision, etc. However, this peoibbelongs
more to the realm of the state identification; (xireng
algorithm severely suffers from the same problems.

It is difficult to distinguish sensors by their ioyance for
the particular action. For example, sensors orbtdek side
of the robot are useless when predicting whethevimgo
forward will succeed or not. Different kind of sens can
also be a problem, since Euclidean distance takes a
numbers equally into account. Thus, a sensor reiyrn
current time stamp or a sensor returning distante |
millimetres and others in metres will be a hugebpem in
this case and will render both algorithms almostless
without additional tuning.

Q-Learning uses discrete states, thus, spacetiitagas a
problem, also the source of the reward signal ihesthosen
carefully to reward only collision-free movementsdato

Let us remind the reader that while the Q-Learningenalize only collisions.

algorithm is explicitly designed to avoid obstac{as every
collision the robot gets a negative reward sigmepprtional
to the size of unfinished movement), the robotrewr a
reversibility model has no concept of an obstacle
collision.

The reversibility based algorithm, at the same tidwees
not use the reward signal and only tries to predictther
the action will be reversible or not. If the rolmtppressed
the irreversible actions
avoidance behaviour very similar to the one acldelve a
dedicated obstacle avoidance Q-Learning algorithm.

The 10% higher performance of the Q-Learning atbori

The reversibility principle based algorithm hasimilar
problem of state identification, sensors’ linearityst be as
strong as possible, and the scale of sensor valussbe the
Game or proportional to the importance of the sefiscstate
identification. Another problem is to choose thi@dhvalues

€orig, €des and €rey. We chose those values manually
using statistical information of the particularttas data.

it would emerge to obstacl

V.CONCLUSIONS ANDFUTURE WORK

The goal of this paper was to verify whether a cetec
behaviour of obstacle avoidance can emerge froabatract

can be easily explained. The method of measurirgy tiprinciple of avoiding irreversible actions. Also wented to

success of predictions always works in advantagiefQ-
Learning algorithm. The Q-Learning algorithm preslic
future rewards based on the experienced rewardt Wie
reversibility based algorithm predicts future redsbased
on sensor data alone.

B.Khepera Il vs. <citos G5

It appears also that reversibility based algorifferforms
equally well on both robots: it converges to ab@06
success rate in predicting collisions after ab@@®Bsteps.

compare the performance of the strategy on difter@notic
platforms.

We conclude that both robots involved in the experits
demonstrated similar performance compared to edoér o
and to Q-Learning algorithm.

We see the future of this research as a coopenatvie of
environment-model-aware algorithms in conjunctioithw
abstract principles to guide them on a higher |@felontrol
with the higher level of abstraction. Another diren is to
use the principle of reversibility to make othearlding

The Khepera’'s graph has several drops in predictigfigorithms learn faster or safer, or both.

success rate around regions of 800, 1700, 31003800
steps. The Khepera Il robot was stuck occasiordlifng
those periods of time, which decreased the learmind
prediction success rates.
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